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Linear Algebra o Fizrgtzldezccgtzjrle

Yectors in the plane

Coordinate systems:

_ We recall that the real numbers system may be visuahzed as a straight
IIITFL . which is usually taken 2s a horizontal position, A point ¢ called the
Origin, onf; ¢ corresponds to the number (0. A point 4 is chosen to the
Fight of  and fixing the length of ()4 as | and specifying a posilive
direction. Thus the positive real numbers lie to right of ¢2; the negative real
numbers lie to the left of O(see figure 1),
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The absolute value |x| of the real number + is defined by
!-l',:— J.'r .rl." x=210
l=x x<0
Thus3| =3, |-2| = 2and o =0

[f a, b are two points on the line L, then the distance between the point ¢ and
b is |b-al.

Example: [f a=3, b=1.5, the distance between & and b i3 4
|h-a|=]1.5-(-3)]=4.5.

In the plane: ‘
We draw a pair of perpendicular lines intersecting at a point@, called the

origin, One of the lines, the x-axis, is usually taken in a horizontal position,

the other line, the y-axis, is taken in a vertical position,
We now choose a point on the r-axis to right of © and appoint of the v-axis

above € to fix the units of length is used for both axis.
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Thus with every point in the plane we associate an order pair (x.y) of
réal numbers its coordinates. The point p with ceordinates x and ¥ i1s denoted

by plx. y).
. Conversely, it is easy to see how we can associate a point in the plane
with each order pair (x,3) of real number.

The cortespondence given above between points in the plane and
ordered pairs of real number is called rectangular coordinate system or the
Cartesian coordinate system, The set of all points in the plane is denoted b

R™ It is also called 2-space.

Vectors:

Consider the 2« [ matrix

<}

Where x and y are real numbers. With X we associate the directed line
segment with initial point at the origin O (0, 0) and terminal point at plx, ).

It is denoted by @ O is called its tail and P its head.

A directed line segment has a direction, which is the angle made with
the positive x-axis, indicated by the arrow at its head
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The magnitude of a directed line segment is it$ length.

Fa’l

D Iqi 4 - i e &
Example: Let X = J be a veclor with the directed line @7 with head
Pl 5y, -

{(4.3)

Definition: A vector in the plane is a 2%/ matrix X = [:J where x and v

are real numbers, called the compenent of X,
Note: Since a vector is a matrix, the vectors
X
=" and?¥ =[ ‘:’J
M ¥a

Are said to be E‘qﬂﬂl Efx,.' =X aﬂd}'f:,]f;. That is two vectors are _Equﬂl £ their
respective components are equal.

e — — —
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Example: The vectors | and [I -| are ot equal.

-

Length:

By the Pythagortan theorem the length or magnitude of the vector
N=tx,yfis ”
|||;|Ii = 1.||I_'|_"I "."': [ i)

» Pyl :

[T P{xy,,) and Q(x,,v;) are two points on the plan then by the Pythagorean
theorem, the length of the directed segment with initial point P((x;,¥) and
terminal point Palxays) is

Al = - +n =P . @

Pifxy;
- ixn )
Pafxs, v
' C Vi
i Xk '
X X
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Example: The distance between £ (3, 2)and O -f, 5his

T i i : : ey = ) -
Ili.jIJ{:;g?.IFI" |..-,:|' ',|5_::| e .".j Tl S 1.2:1_..,'

is said to be parallel iF x v =Xy

Note: Two vectors X = r'J and X = ['ﬁ
I'Il -FI

or have the same slopes.

Vector operations:

Definition: Let X=¢x,y) and Y=y be two vectors in the plane. The
sum of the vectors X and Y is the vector

(XptXxzp+ys)

And is denoted by X+V.

Example: Let X=(2, 3) and Y= (-5, 6). Then

Oty X#Y=(2+ (-5)), 6+3)=(-3.9)

Definition: If X=(x, y) is a vectorand ¢ is a scalar (real number), then the
scalar multiple ¢X of X by ¢ is the vector (cx, cy)

[f c>0, then cx in the same direction of X

If ¢<0, then cx in the opposite direction of X

xample: [f¢=2, d=3 and X= (2, -3), then
= cX=2(2, -3F(4, -6) and dX=-3(2,-3)=(-6, 9)
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Definition: The vector (0,0} is called the zero veetor and is denoted by O

ITX is any vector, then
X=X,

We can also show that

X4 (-1 X=0.
And we can write (-1) X as —X and call it the negative of X. h
And we write X+ (1) Y as and call it the difference between X and Y. The

vector X-Y 15

The angle between two vectors:

The angle between the nonzero veclor X=(x,y) and Y=(x2.y7) is the angle
B ,where O=B=n

Appling the law of cosines to the triangle we have i
T e B e B (2)
From (2)

HX-FHT = (x, = %) + =)’

= II_! + .1:1! .4-_!,-'? +,'|'"3‘ — 2{ 2%y + P¥y)

= "+ 2+ 20)

T Il -2y feosd
p + Il -2 s ) X1+ ] - 2eirfeos

jxf0 and|r] =
Then

x5y t A2 NG
gost = g
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Definition: The inner product ordot product of the vectors X=(x,.¥ 1) and
¥=(x3.¥1) is defined 1o be
.||'|.|-'_|_-I,c.: P R

Thiis we can rewrite (3) as
=L (@< @< 1) 45)

Example: 1f X=(2,4), Y=(-1,2}, then

Kool {201 (421 =6

Also

)=+ =30 And = yt-n* 427 =5 2

Hence
g . .
. =518 from table.

0S8 = e =06 T

s o o T hen
Note: If the nonzera vectors X and Y at right angles, then the cosing of the
angle #, cos#=0, Hence X.Y=0, conversely il X.Y=0 then cose=U

thene - £ - o0
Thus the nonzero vectors X and Y are perpendicular or orthogonal if and

only 1f X.¥=0,

Example:
IFX=(2,-4), Y=(4.2)
X.Y=42+2(-4)=0 then X LY

The properties of the dot product

Theorem: If X.Y and Z are vectors and c is a scalar, then:

(1) xex =] z0, with equality if and only if X=0,

(2) Xer=Vak,
(3} (X +¥yeZ - YeFFel,
(4) (exyer =N s(eh) =X l).

Proof: H. W.

Unit vectors:

--__._.__.-

-



A it veetor is 4 veetor whose length is T and denoted by U If X is

any nonzero veclor, then the veclor

X
1]
Is a unit vector in the direction of X,

£f

H.W. prove that for any unit vector U, then

Example: Let X=(-3,4), then
| ¥l= {37 + 4% =3

Then the vector U 18

O | - . T
= t__lfi] = {le E}!'ﬁ-thl_‘ vk ¥ector,
X
25

Ie1- \/*’ s -

Then U lies in direction of X.

16

0.2

o
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Now, there are two unit vectors in & . They are i=(1,0) and j=(0,1)
IFX=(x,y) is any vector in &’ ,then we write X in the term of | and j as

X=xi+y]

Example: If X=4,-5) then we can say that X=4i-3j.

.1

L 4

(4,3}

v
X=4(1,00+H-510,1)=(4,0)+(0,-5)=(4,-5)

Applications:

X

i

(1,0




Suppose that a force\power of 12 pounds act on a solid in the direction
of @ negative x-axis and forcelpower of 5 pounds act 'on the same solid in e
direction of a positive v- axis, find the value and the direction ol the

magnitude.
=g | T i ik 5
(58 =122 £52 = 134+ 35=4/169 =13

P=12.3)

"‘\\k -

i
-
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Example: A ship is being pushed by a tughoat with & force of 300 puuncl:?
along the negative y-axis while another tugboat is pushed along the negative
X-axis with a force of 400 pounds. Find the magnitude and sketch the

direction of the resultant force.
Solation:
Hﬁﬁﬂ‘ = 16000 | 90000 = 250000 = 500 pounds.
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Exercises :
{- Find X+Y X-Y 2X and 3X-2Y if X =(2,3) ,Y=(-2,5).
2. Let X=(1,2),Y=(-3.4),Z=(x.4) and U= (-2.y) find x and y so that
(a) Z=2X (b) S U=Y (¢) Z+U=X

3-Find the length of X=(-4.-5).
4- Find the distance between (0,3),{2,0).



5.
XX
6

ind X o Y, X=(-2:-3) (Z:-1 ). lind the cosine of the angle between

- which of thevectors X=(L2)Y =(0,17.2 =(-2:-4 ), W=(-2.1),
Hl=(-h3) fve arthogenal Jin same direction .in opposite direction

7= Show that i Z orthegonal to X and Y then-Z orthogonal o

rX+5Y wherer, sare scalars .

n-vectors:
Definition: An n-vectors is ann= | matrix
fx ]
X3
x=["
'rﬂ

Where . x,.-- . x, and real numbers, which are called the component of X.

Since an n-vector 1s a matrix, the n-vectors

|--'|'.' | |-.L'| ]

I
¥=|" landy ="
L"".“ o _'l‘l"l Jd
Are said to be equal il x, = y where 15i <n,

i1 N

1

‘ are not equal.

amd

Example: The 4-vectors
4 ] L_4

ote: The set of all n-vectors is denoted by 7 and called n-space.
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Definition: Lt
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L ¥ [t

Be two vectors in &%, The sum of the vectors X and Y is the vector

= ]
[ _-lul

| Xyt 3 ‘

And it is denoted by X+Y.
Example; It

L r;l
*=|-zlandr={3 |
13 | -3

Are vectors in #° then
i e
1+ 2 I 134

kpf: —_:J__-_S ='rJ

[3+(-3) |_u

:
]
Definition: It v - | ;T-w is a vector.in R" and ¢ a scalar, then the scalar
EN

-I:'I|

multiple ¢X of X and ¢ is the vector |7
&
L,

&x

2 1 [-4
Example: if «- .[3 J is a vector in R and ¢=-2, then ex = (2|3 -|J=l-.5 .
=

Theorem: Let XY and Z be any vectors in R"; et ¢ and d be any scalars.
* Then:
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(@) X+Y isavectir in R"(that is, R" is closed under the operation of
adition)

(HIX+Y=Y+X. .
(X HYHZPFY Fs ,
(3)There is-a unigue vector O in R", whereq ”I sy thar XA+0=0+X=X, (1=
i

Epa? |

called zero vector. i

" —F)
i

(4)There is a unigque vector % where - ¥ 4 sueh that XH(-X)=0.

(b)cX isa vector in R”
(1)efX+Y)=cX+cY,
(2N etd)X=cX+dX,
(3)e(dX)=(cd)X,
(411 X=X.
Proof: (a) and (b) are immediately from the definitions for vector sum and

scalar multiple.

We prove that (¢+d)X=cX+dX

] [texddn ] fexi <ty |

ol Mesdey | ens 4 |

(e +al) X :h:'-l-‘_.l'l'l ;- =1 y = -] i
i i

4. [_11' td)s, ;.'.'x,. I :iv;,,J
xpd 2

i 'I.:: .fz . J' |r3'

X o
(4) x| [ =7

Iz |_x|,,-| :,J

.4

X |
1 2
Example: 1f X and Y are yeciors such that x=|-2| and r={3 | then
13 | -3
[~ [—l
X —yel-2=3 =!'5 ]
3-(-3}f (6



Applicationy The vector in K" can be used to handle a larpe amounts of data,
Inded a number of compulaer programming languages,

Example: Suppose thal a store handles 100 dilferent items. The inventory
o hand at the beginning of the week can be dascribed by the inventory
vector A in B'™ The number of item sold a1 the end of the week can be
described by the vector S and the vector A-S represents the inventory at the

end of the week,

i

L]

P B L
'_ Ty ‘;
it the store receives a new shipment of goods represented by the veetor B.
Fhen its new inventory would be
A-5+B

The space R |
We draw the three dimension system by fixing the point called origin

point then we draw the three coordinate axis

Example; Find (2,-3,-4) and (3,5,7) on the coordinate system.

&

X /1!:].[:'.-41

T

L T T epp————————— e
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Note: The sum X+Y of the vectors in R is the diagonal of lhn:‘
Pﬂml]ulﬂgram determined by X and Y,
To illustrate the above note, let X={(x:; vi, 2 )and Y={ %2, ¥2, 72) then:

]

A
]
]
]
i

{x2, ¥o22)

]}ef'nit'mn' The ]ength an norm of the vector X={x, %3,..., %) in R" is

Js’H \lr:,

We also dgf' ne rh;. distance between the points (X, Xz....%,) and (¥,
:I"r?'r'“'l}rﬂ] b:f
lf’f"’l_iﬂ:‘* I_|..'|} FiXy— h} * +{'f }',.J

Example’’; Let X=(2,3,2,-1) and Y= (4.2,1,3). Then

1¥]= 1|Il'g rr?:"'+j Fi iy —-.-'rrS
rl,.‘!qifz {1 '|'I' - .

.
2
1
E——
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Definition: |1 K=K K2 okn ) And YS0¥0, 000, 0) are vectors in B, then
their inner product is defined by
bl g Xy ¥y FHRVa Pt

Also called dot product,

Example: [T X=(2,3,2,-1)and Y=(4,2,1,3), then
A Y =54+ (302) + (- D(3)

=
Example:(Revenue Monitoring): Consider the store in the above example
with (*), if the vector P denoted the price of each of the 100 items, then the
dot product 5. P given the total revenue received at the end of the week
_:'.'! | | Fiel |

s.fTﬁ |47 ‘

.l.|_|.|JI | _,l‘.ll"J.-'_'r.-'

'I‘henrem[Frupcr‘tirs of the Inner produoct):
Y and 7 are vectors in R and ¢ is a scalar then:

o ﬁ(ﬂ“l"_ﬂ* with-equality il and only if X=0,

2.X.¥Y=Y X
IA(XAY)IZ=XZHY Z

4.(cX). Y=X.(cY)=e(X.Y)
Theorem(Cauchy-Schwrz Im‘,quaht}r}
If X and Y are vectors in R”, then

|KY 'E?:‘I. | ||F|| A3)
proof: 1[.X=0, then [x| =0 and X =0, so hold.
Now, suppose thal X and ¥ are nonzero, Let » be a scalar and consider the

‘r’ﬂﬂﬂ'r I'K-""\" ThL—!‘I

p(rX+Y). [r}{+"r",r—r X XA X Y4+Y.Y
=ra+2rbte

15
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Wheres a=%.% =X Y and c=Y.Y

i The Fourth Lecture
4] 2020-2021

|

|

=

F i
r—1
L

Now, p(rj=ar"+2bric

P(r) is a quadratic polynomial in r (whose grph is a parabola opening
upward, since a=0)
That is nonzero for all values of r? Why?
This means that either this polynemial has no real roots, er it has real roots
then both roots are equal{wh Vv '
(The answer) : if pir) had two distinet root ry and r5, then it would be
negative for some value of 1.

?b-.--..'l'du";l_-'-lf.h;

Recall tha the rooty of plryare given by quadratic formula as =207 730

i'-l:i'
II'_

dng Z20= " dac {where a=0 since X=0). Thus we must have

4h‘ ~dac<i)
4’ <dac

Which means that -
b’ <a¢
Taking square roots of both side and observing that b =JaJe Where
Ja=+XX =|X|and o =F¥ =|r]
Thus
e xs iy

Ex-amg[ﬁ If "{—{l, ~1,2) and Y=(3,1,-1,2) then:
[X)=AT0, [¥|=+T5and |X¥]=105i04i5

Definition: The angle between two nonzero vectors X and Y is defined as
the unique number & , 0<#<rsuch that :

I —— R
] s ]
. —

16,
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R : :
It follows from the Cauchy-Schwarz inequality that ;

cosil =

1 i
ESMET
Al
Example: et X=(1,0,0,1) and Y=(0,1,0,1) then we have thal
j=+Z, P]=+2 and X¥ =1
Thus
costl =~ and f = 60°
Definition: Two nongzero vector X and ¥ in R” are said to be ©rthogonal if

¥.¥ =0, They are said Parallel if | ¥.¥]=}x§r]. They are in the Same
direction if ¥y =|y|¥]. That is, they are orthogonal if cos@=0, parallel

ifeasd =41 and in the same direction ifcos@=1.

Example: Consider the vectors X=(1,0,0,1), Y=(0,1.0,1} and Z=(3.0.0,3}

then X.Y=0and ¥ . Z=0 (check). _
Which implies that X and ¥ are orthogonal and Y and Z are orthogonal too,

Also X.Z=6, [X]=41, [Z}=v18 ;and X.Z=]¥|jZ|
Hence X and 7 are in the same direction.

Theorem:(Triangle Inequality) If X and Y are vectors in R, then
JX ¥ =)+ Y]

Proof:By theorem (¥)
X 1—]""E =X +1]x+1
=X X+2(X. Y)Y Y
=[|_!If'ﬂ2 -.'—'.E{X.}"]l-.l-f}"ﬂz
By the Cauchy-Schwarz inequality we have:
prf 2000+ <P+ 2XRHPE = Qg+,

Example: Let X=(1,0,0,1) and Y=(0,1,0,1) then
[+ Y] =E =242 042 =[]+

Note:If X and Y are vectors in R", then

Fp— s

*_-_‘._._—_-



% v
pee o =1+

1f -and only if X and Y are orthogonal.

A Unit veetor U in R isa vector af unit length.

Pefinition:
ector, then the vector

Furthermore; il X 18 8 nonzere v
L |
Uef—r | X
B
15 umit vector in the direction of X.

Example: [ X= (1,0,0,1), then ||_rﬂ:.ﬁ and /= %n (0,1} 15 & unit veclor

in the direction of X.
In the case of R the unit vector in the position direction are i=(1.0.0} .
=0, 1,00 and k=(0,0,1).

If X=(x, y. z), then X=xi+ ¥+ zk.

a3
i

Example: if X=(2,-1,3}, then
X=2i-j+3k

In R" the unit vector are
E=(1.0,0,...,0) s BEs=(0,1.0,.:,0% .., E~{(0,0,..0 1)

And if X=(x X2, .... %a) -8 vector in R", we have
X= X1 E|+K3 Eg+-..‘|" B Ef""'

Exercises :
{- Find X+Y X-Y 22X and 3X-2Y if X =(2,3.5) ,Y=(-2,5.3).
7. Let X=(1,2,2,1).Y=(-34,2,-1),Z=(x,4,0,y) and U= (-2,u.v ,4) find

% ,u, v and y so that
(a) Z=3X (by £-Y=Y (¢} Z+U=X

3-Find the length of X=(1,6,-4,-5),
4- Find the distance between (0,3,2),(2,0,4).

18



5.Find X » Y. X=(-2.-3-9), (2.-1,2) .find the cosine of the angle
Between XY, . _ = -

ti- which of the yeciDLs X=4.26-8) Y S=2,3-1,-1) . Z =(=-2;-1 =34 )
W00 are orthogonal \in same direction Jparallel.

7. Prove the parallelogram law. e v + L - ¥ = 2% + 20

Cross product in R

. 3 R
Definition:if X= x i+ x:)+ x:k and ¥=y,i+ y3j+ y;k are two veclors i K,
then their cross product is the veetor Xx¥ definedby!
Ak = {TEL'-_l - _T-{_].': b+ [_'fj }'I P _1.:I F:l--'-" + [_T;_'I': - I‘E}'i lhrl
Thie cross product X <Y ¢an also be written as:

£ o k |
1w = : ¥ vy Xy |
[P ¥ .
Yx ¥ 1s a vector (from delinition)

S50

Ly ¥ ¥ aee | X s
¥ick=) 2 I-"|i-f ' '*i; .-L‘ 2

e T R | *’2|
Example: Let X=2i4j+2K and Y=3i-j-3k. Then

Id ¥ .l"f|
.'1.":-:}’=|E | 2{=—i+12j-3k.
3 =1 =3

Properties of cross product:

Theorem: If X, Y and Z are vectors and ¢ is a scalar, then :
[- XxY=~YzrX)
Do Xn(Y+Z)=XxY+XxZ
3= (I.F}']:-:.E'=;’E’HE+}’HE
4- efXxFy=(eX)el = Xx(el)
5o XX =l
- ¥xl=0xX=0




T (X V)2 Z ={2XW ={ZNX
Also Y= sy = (AL -(AX)E

Be (FuFyFe X (rxA

Prool:
X =t anxg ) F =0y, Fg,fjjﬂ-nd-z ={2p.2572)

1
I
i
i
I
1
[
|
J
I

| i 7 i
S R [~ G e o St o Rl o e LT o Ll
| .]"II .!"'1 _|"'3 I'I'I .!:z ”1.
I ']
: L
T £ I ! | — T - -
- By =4

Substituted instead of u”s then we get:
o [EATE £ :'::; =1t =iy ]32 F+I{-":I.|"| e a0 M B 7% Rl S B I':_'Jl,]:..". o LET STt O 1"3?' ~ b _J'"'."}:| e

Example:From definition we have that:
fai= x| =kwk=0andixj=k, jek=i, kxi=}j,

Also

JFui=—k, ks jm =i ixk==j

k J
Example: Let X=2i+j+2k, Y=3i-]-3k and Z=1+2j+3k
Xw¥=—i+i2j—3k (XxF)Z=8
YxZ=3-12+7k X(¥Y*Z)=8 -
Which illustrate equation(8). Also to illustrate (*)
X x(VxZ)=2li-8j—2Tk, X.Z=10, X¥=—|
(X.Z3Y =30i-10/ =30k, (XF)Z=~i-27-3k
Hence
(K23 -(XYZ=31i-8]-2Tk
Also from {8).(1) and (5) we get:
(X =¥} =XAFx ry=X.0=0
And
H*Hr},f:rﬂ—{}‘ijr.X=—}",{.¥xI}=—:r’.I}-—.li}
2




e o O Sy
R ot W i e, B e . o = L = e e e e e e e i L e P A e

Note:[ =¥ =0, then X¥x=¥ 15 orthogonal to both X and Y and to the plane
determined by them. !
The Fifth Lecture
2020-2021

To find the angle between X and Y ;
[¥ J'| = (X Py =¥

= X [F (4 =1 By (8)

= X[ -y by (7)

= (X000 x) by(2) and (4)

I P -t by (1)

Xox ¥ = LY jeosd

..

[ e & R B T oo

= a-coste)

X P'EE :F,k'ﬂzﬂff {!2 sin ¢

X =XV ising 49

Note: (1) We do not have [singl |, since sinf is nonnegative for 0<@<a
{2) X and Y are not parallel if and only if ¥ =¥=0

Applications:

Area of triangle:
Area of triangle consider a triangle with vertices X, X5, and X;. The area of

this triangle 1s

i
Ay = E.{:—ﬁr
Where & is the base and h is the height,
| S = -'1|-r.l -r.'
B -_ﬂ,rg —fltlaﬂr.ih = X3~ X|E=lm’f
Where
21

=
e —
e —
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"l’. 50 Ay = !:.'L.q - -Tllﬂ.‘f; —.1"ti'!-:ir:. il
1{|I 2 | .

S = '._'
I
Fromia)

o |1_||."-.'~| -'l,'I |x{'|'1'-.'||]1

Example: Find the area of the mriangle with vertices X,=(2,2,4) . X,=(-1.0.3)

and X,=(3.4.3)

Solution:
Xy =X, =—3-Tj+k
.!lj—.\j=|' I'E.l' l"l\-
N
Ay 1T|i||"~“_:‘_|'+-'ﬁ.lx|l"|'2.li kN
[—— i
Z -1|I o lj:ll
= = 2kf=+f5

Area of a parallelogram:
The area Ap of pﬂmilelmgrr.m with sides Xs-X and X; ?ﬂi.h iy

Example: IFX,=(2.2,4), Xy=(-1,0.5) and X;=(3.4.3).

Then
4p =245 (check).

Consider the parallelepiped with vertex at the origin and edges X, ¥ and 7

The volume of the parallelepiped is the product of the area of the face
containing Y. Z and the distance h from the face parallel to it.

h =X feos &
sbetweenX and ¥« . the area of the face determined by ¥ and 7 is =2

¥ ={Y :-C-.E.r!ﬂ.-"["ﬂqmsrﬂ =LYV = ZY

-
-




Emﬂ',ﬂh._: X=i-2j43k, Y=i+3itk and Z=2i+j+2k (H.W.)

Exercises :
1-Show that X and Y are paratlel iff x=y =0,

2-Show that | X x ¥J? + (X117 = x| 1)
¥-Prove the Jtacobi identity !

(X Z 4 (Y RZX+(Z2x X )=V =0

Vector space
In the following lectures  we study the vector space , subspace study the
linear Independence , basis and the rank of a matrix .

Definition :
Areal vector space is a set V of elements with two operations® and ©

defined with the following properties
{a)If X and Y are anv elements in V ., then X@Y is in 'V (that is closed

under the eperation & ).

l- X@¥Y=YaeX foral X.)¥ inV.
- Xe (YeZ)=(XeY )oZforall X Y.2 mV
3- There is a uniqueelement 0 in V such that X®@0=0&X = Xfor eveny,

Xin V.
4- For each X in V there exists a unique -X in V such that X&-X =0

(b)If X isany element in V and ¢ is any realnumber

thencoXisin V .

5.co(X@Y)=co XEcoY lorany X, Y in V , and any real number c.
6-(ct+d) OX = c@X® doY forany X in v and any real numbers ¢ and d .
7-co(deX) =(cd)oX forany X in v and real numbers ¢ and d .

e i i



I’ g 1@X =X forany X inv.

or space . The operation @ is called vector addition .

(V, @, @) is vec
The operation @ is called sealar multiplication |
The vector D iscalled Lero vector .

Example 1; o
Lt B* be the set of ordered n- tuples ( aj , a2, i...... ;&) where we defing

@h}"{ﬂhﬂ_g, ------- ,an:lfﬁl[b;,bg,........hn}
={ g+ By, ax¥ ba . ..o, 8t yand © by e@( ay o8z .

s Eo: AN o YRR i - 4
R* is a vector space .

¥ H'I'u}

Example 2:
Let V betheset of ordered triples of real number ( 2, , 3z, 0) where we

der!.]"l'.".'." = b}r{ﬂ'| b -.U}{f'l: h'. § h] 4 D]’
=1.I a+ I:'}| i T J_‘,Iz {}} and © h-:_-" cO( a7 a3 P {ﬁﬂl « Eidy JJ]'

V' is a vector space .

Example 3:
Let V be the set of ordered triples of real number (X, ¥, 2) where we defing

@ by (x,yZ)@x ¥y .2')

:{‘x-i-x r }.H-i—}ril‘z""ai _}:I ﬂﬂd 'E.‘-' h}r ':"E}{:‘:- » :’Ir ‘I}z {I:':‘:' T }? ‘z'-':l

V is not vector space the property (e+d) @X =coX® doX fails to hold

thus (e+d)o(x .,y ,2)={(ctd)x ¥ 2,
On other hand  ¢o(x , y 2)Bdo(x, ¥ z)=(cx , y 2} (dx . y ,2)
=(ex+dx , yty Ztz)((etdx 2y 2z).

Example 3: v :
[et V be the set of 2x3 matrices under usual operation of matrix addition

and scalar multiplication
v is vector space c.h,



Example 4:
et V' bethe setof all real —valued funetion on & if ¢ and ¢ are in 'V

we detine f @ by (2 e W)= A0S g(thand if f and ¢ is a scalar

define ¢& oy €@ fF=¢ f{t)
V' is vector space ¢.h,

Example 5:

Let p, be the set of all real polynomials of degree <n with zero
pelynomial if ploy=a t” Ha, 1™+ ... +a - {+a, and

gy Hhast+ Lo Al tFED are in'V wedeline pir) @ glr)

by plr) @ qfr) = {a,+b,)t" g b T D s PR, o (- (R L Ha +b.) and

if ¢ s ascalar define ¢ pl) by

SO plty=(ca " Hlea, 0"+ . ted. trea,

the above definition show that the degree of plr) ® git) and c@ ) =»

=plty=-a " -a "+ ... -a_t-a, isnegativeof pir) and since

a +h =b 4a, then plt)®qgiri=ql)* pl)

And

(et d Yo p()=te+d Ja,t" Hetd Jat™'+ ... Herd)a, tHerd)a,
s T )

= @ plt) BdE pl1)
\V is vector space ¢.h.

Theorem :
If V is a vector space then.

|- 0OX =0 forany vector X inV

2. cel =0 forany scalar ¢
1. Ifce X=0 then githerc =0 or X =0
4- (-1)0X=- X forany XinV.

f: '
Pﬁﬂ{}}i =(0+0)X=0X+0X by (6) of def. adding -OX

0=0XH-OX)F(OXAHOXPH(-0X)
—OXAH0XH(-0X)]
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The Sixth Lecture

=X +0=0X. 2020-2021

Ay e O =c{0+0) =g (e
T s 0eep=c.04e.0 ~c0
{} =c.0

3ysuppose ¢X=th and ¢ # Uthen
i :
0=(1).0= () (ex) =[(*)e] X = 1.X
L L i

4y CDXAX=(EDX (X S(-1H)X=0X =0 sothat (-1)X X

Definition @ :
Let V be a vector space and W a nonempty subset of ¥V il Wois @
vector space with respect to the same operations as these in Vo, thien
W is called a subspace of V .

Example IV, ®.9) is vector space then
0=V VeV are two subspaces,

Example :
Let W be the set-of ordered triples of real number (a; , az . 0) where we
define @ by (a7, & ,0)@( by, b, 0)

=( a;+ by, 8+ b 0)and © by ¢@( 2y, 3 0= {cay, ca; 1)
Then (W, ®,0) issubspace of [ &', ,0).

Theorem:

Let {(V,®,0) be a vector space and let W be a nonempty subset of
V. W is a subspace of V if and only if the following condition hold
1- If X, Y are any vectors in Wthen X®Yisin W

2- If ¢ is any real number and X is any vector in W then ¢@ X is
in W,

s e —— o i [ S =SSR S A - 'H-""---'F'——l-l----—————————-———.-.—..-.--q.—---.-.—-.
]
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Prool - H-W-

Example:
Let W bethesetof all 2«3 matrices of form
- [fe. b @] | )
W= {1! laib e Ry W 15 subser  of vector space Vool all
lLU L 7] ] |

2x3  matrices  under wvsual  operations of matrices  addition cand

scalar multiplication then W is subspace of V.
Selution :

e oy 0 : L i,
Consider X = [“ r _J and Y —r- I”-| in W then

| |..I 2 Ll [ {F |

I i T S i
Wapnr= |[PTE | asian Woalse letreR
“ L A=y '!'-lll -+ ”_l

- T NS 1 i — i s
rAx '—| : ] J is in W, W .is subspace of V.

Example:

L.et W be the sub set of #',8.0).
W is ordered triples of real number (a, b, 1},

let x-_{ﬂ|.,3;._|, J}.T={h|ibg.]]

X+Y =( a;+ by, axt bs 2) Then W is not subspace of ( R ,8.,0).

Example 5: ,
[.ot W be the set of all real polynomials of degree exactly=2

W is subset of p, but not subspace of p,since

9¢1 4+3¢+1 and -2t7 +t+2 is polynomial of degree | is not in W.

P ————— e —— = =




o e S e s e TR RS S e i s e e S L B e e e e S B =
T =

lixercises: )

Fa b e | 0y ;

b<‘Let W =g ) .!'” =Ze+1y W is subset of vector space V
Le LG | i

of all 2x3 matrices under usual operations of matrices

addition and scalar multiplication is W is subspace of V,

subset of wvector space R'is W 18

- Let W =lgbeb=2u+l,

subspace?

Definition{ 1 =7}
Let Xy ,Xp o oo ,X, be vectors in a vectors space V. A vector X

in V is called linear combination of this vectorsif it can written as X
= g XptesXy te. X for some real number where ¢, ¢

st ate scalers,

Example:Consider the vector space R . et Xo=(1,2.1.-1),
X=(1,02,-3) . X;=(1,1,0-2) the veetor X=(2.1,5-5) is linear

combination of X, Xz, X, if we find ¢, ;e5e, st

—
o E e
PEE——
S



¥ =g Ko Xare X
(2.1.5-5=e( 1,2, L-1)+eal ] 0.2,-3 e, (1,1,0,-2}

(2.1,5,-5)=(c; 2enen-c it (eal2ep-3ea e 00,0, 2¢ )

phgihe =2

2eke,. =1

i P =5

=0 31.!-3-23 T -5

solving this linear system by Gauss-Jordan we obtain ¢,=1, C 2.0 = =1

then X is lincar combination of X, %;, X, -

Example: Consider the vector space B . let Xi=(1,2-1) X=(LU-
L}, is the vector X=(1.8;2) is linear combination of X;,X;
ifwe find ¢; ;01 8.1
X = L':|:{| +C1K1
[LD,E} =g LE,-I}"‘C:{LD,-l )

i:‘i"!' e |
2c,=0
-Ci- 20— 2

Which has no solution  then X is not linear combination of X, X,.

Example:Consider the vectar space R'. let X,=(1,0,1),
X.=(-1,1,0) . X,=(0,0,1)is the vector X=(1,1,1) 15 lincar combination
of X1, Xz, X, ifwe find ¢ .€2,05 8L

X :E|X|+EEX?+C ._HJ_

(1,11 y=eyll 0,1 +es(-1,] O+e (0,0,1)

Ci- &7 I
i == ]
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!'. L 1 E',-_'l
e =rl

MH\'I!IL_T]HL-. linear system by Giauss. Jordan we oblain ¢=2, ¢~ l.¢
then X is linear combination 0f X, Xy X

Definttion :

Let 8 = {‘h‘*l Mgy v J“; ht the set of veciors in a vectors space V. the

sel spans V , or VI8 Epdnmd by S, il every vector in ¥V is i linear
combination of vector in 5,

Example
Let V be the vector space R
X=(1,2.1), Xa=(1,0,2), X, =(1,1,0) is.the set'S spans V 7

letS=1X,, X, , X, '} set of vectors wherd

SO )
Let X={a.b.c) b any vector inR",
X = XyreaXate, X,

and

(ab.e = (1,2, 0+ 1,0,20+e (1,10

gyt Crte,=a
2ete, =Bh

gitdes =g

golving this linear 53 stem by Ciauss-Jordan we obtain

~2a+2b+e gt ~b+e . _ da-b-I¢
= L Ca= g ——
: 3 £ 3 3
since weobtained a solution for every choice ofa.band c then

Sﬁixhxl 3 -"{1 } Spdns ¥,

Example : s
Let V be the vector Space R, 8={ u k } spans V
vector in R” .

Gince forevery X= =(a,b,c)

fa,b,c:}S{arﬂ,ﬂ}ﬂﬂb,ﬂ}ﬂﬂﬂ.c} =ai + hj+ ck .

Example :



r

Let W=]", be the vector space all polynomials of degree <2 if  and
S={P,(t). P.(t)] where P(0=t+2t+] and P,(0=t"+2 {s &

et

spans V7

Sol : ler Pit)= at-+bt +¢  polynomial in P, where abic are real

number suppose P(t)=c¢ P, (t) +e,P, (t) then The S thLect
A M b e e SeventhLecture

at’+bt +t =gy Frea(t’ 42) 2020-2021

At g 'l'b! + :[.f_',f-l-l:‘!;_ :l! - 'I'E'D |T.+{‘|-: |+2:1]

G & =a

22y =bh

it 2o =¢

we obtain ’
T T .-f| CE D Ja—-¢

12 0 ¢ bl=sl0 | 7 wea

|_| 2 LJ I"'TI 0 3 b-d4a+ie

Il "b-4a+2¢ =+ 0 then there is no solution to this system hence 8 does not

span P, .

Linear independence

Definition :Let 8§ = X, Xo i ooinn o X } be the set of veclors in a

vectors space V. thenS is said to be linearly dependent if there exist

constants ©; .Gz .......c . notall zero, such that

o Xt Xs, e te, X =0 other wise . S is called linearly independent
That is S is linearly independent if the equation

oM ST 0 I X, =0 hold enly if ¢y =¢5 ..co.@e, =0
i " 1 = 2-}
mple:Consider  the _ve_t:tm space R' . let }{_| {l,f],L :
Elfi:ﬂﬂ 1,2) X=(1L513m 8 = XX 5 ) is linearly
Fa % et it
independent :
SOk
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| | Let X pteaXate X =0 where ¢ 6.6, & R

r-:ilrJ -ﬂ- ] 1-2}1 +G:E.{-}1] i112.}+.“-' .'{.[‘]" ] 13_:':({]_{_}101{}}
fen0,e1.261), +{(0enea2e)H e 05,0530, )=(0,0.0.0)

et g;=1
Gty = ]
gyt e, =0
2yt Zegtae = 0
we pbtain ¢,=0, ¢;=0,c,= 0 then 8 is linearly independent.

Example :
Let V be the vector spaCE'Rj JetS={X . X, , X, X, } set of vectors where

X121 L X =324, X H2.0.0) is the set S

..1-5‘:|=|:I ] -.2..-' }..

hinearly independent 7

SOL.:

Let ciXteaXste X, +e, X, =0

e 1,2,-1rea(1,-2, 1 e, (<3,2-1+e, 2,0.0)=0

-¢yHe; ¢, =i
There are infinitely many solution like ¢=1,c:=2.c,=l.¢, =0

. then 8 is lingarlydependent. -

Example N P ‘
Let V be the vector space R, 8={ij.k 1} islinearly independent.

Since

‘:ﬂ,{}q ﬂ}——'(;;]!ﬂﬁﬂ}-kfﬂ,ﬂgﬁﬂ}{{ﬂ,ﬂ,ﬂ 1 }

Thﬂl‘j [:|:{.: EI:{]'.-EJ.:H
In fact El,t;‘j,.......,.,..Err are linearly independent in R,

Example:



l Let V=P, be the vector space all polynomials of degree <2 if  and
Let S={B,(t) P (0P, ()} where P (U)=t" {42 and B, (1)=21"H

P #2042 s 8 s linearly independent?

Seol oy B () HeaP (1) + e, Pot)=0

¢ (1 H+2 Mea(21F +2ke (310 #2142 =0

then

eyt 2eptde, =1
¢y texFley; =0
2e  Hlg, =8

There are infinitely many solution like ¢i=1, c;=1,c,=-1, then 8 is linearly
dependent.

Remark 1: If 8= {X; Xy, .00 X} be the set of vectors and A matrix
whose columns are these vectors .S is linearly independent sct

[ff4] #0.

Remark 2: If S= X Xsioien
vector then S is linearly dependent set, Why?

., X | be the set of vectors and X 18 zero

Remark 3;: Let 8., 8, be finite subsets of vector space V and § subset of

5. then

[- IfS, 18 linearly dependent set so 15 8,
2-If S.is linearly independent 5015 5,.

Proof 1):letS =X Xz, --enn
S?_—'{}h ,}‘.:3, ...}{I,:;,:’Eh,...-,}{.rI
¢.h?

E:J Sli {J‘:| ,x11 ...... ‘,}ik},

5}={X“}{1+-..:’{k,xh,-...,}{ﬂ} k<n

t ek o XiteaXs, et XS0

40 X H0K e H0X 40

Let

E;K[‘H}EXE L

e
-l —
-



S .14 linearly independent then ¢y =cu. ... g, =10

Meaning of linearly independence in R' and R’

Suppose that | XX} are Iinearly dependentin R then there exist scalars
21 .o not both zero such that o X +e:X,=0 and
Either:gj= 4 or el
I ez 0 then Xy=(—1)X; if 220 then Xp=(—)X,
| 1
Thus one of the vectors is a multiple of the other
Conversely , suppose that X,=cX; then 1X,-cX; =0 since 1= 0 then
Xand X; are linearly dependent thus X, X5) are linearly dependentin R .
iff one of the vectors is a multiple of the other .
In - R’
Suppose that [X, X5 X,}
R°.themwecan write ety te X, =0
‘Where ¢,c5.¢ | are not all zero say that ¢, » 0 then

are linearly dependent set of wvectors in

N = N (252X, which is means that X, is span
o 0y
i}ih}'ijl' then G}H1+C3H3_‘}:1 ,*E]}‘:r{:;}{g'*'!..}{i:ﬂ

then{X; X,; X} are linearly dependent

Theorem; Let 5= X, ;X5 conqe- , X ¥ be the set of non zero vectors ina
vectors space V. thenS is linearly dependent iff the veetor X is a linear

combination of the preceding vectors in S,

Proof: suppose X, is linear combination of the preceding vectors in S.

X o= Xheaky, 0, X

Then
X, H-DX, +..... 10X =0

Then ¢Xit€:Xas -
Qince ¢ =-1 = 0 thus S is linearly dependent .
Conversely . suppose that § i5 linearly dependent then there exist sealars ¢,

....,c, not all zeros such that
ﬂgx|+¢;rx1, .......'{--c”_}{n:[}
Sow let i be the largest subscript for which ¢ » 0
= | =L —¢.
if  i> 1 then x,=[E—[JK.+[TL]X1,,,.+ [ :.',I']}{"‘

i !

+E||

CI, atid

34



i i=1 then ¢ X, =0 which implies that X =0

contradiction to the hypethesis that nonzero of the vectors in S is the zerg

veclor .

Exercises:
|-Is the vector (3,6,3,0) is linear combination of X,=(1,2,1,0)

X=(4,1,-2,3).X,=(1.2,6,-5) X, ={(-2.3.-1.2)
2-Do the polynomials P42t tReee2 2 At SSERD span
P,? -
3-Which of the following set of vectors span R'?
X=(1,-1,2), X=(0,1,1).
Xi=(2.2,3), X=1-1-2,1), X,=(0,1,0)
4-Which of the following set of vectors are linearly dependent in R
Xi=(4,2.1), X~(2.6,-5).X,=(1,-2,3)
X=(1,2.-1), X=(3.2.5)

5- Suppose that §={X;X;. X} isa linearly independent set of vector n

vector space ¥V prove that T ={Y Y,,Y, ) isalso linearly independent

where Y, =X, +Xt X, Y, =Xa+X Y =K

P —— i ol h

— i — -



The Eighth Lecture

2020-2021
Basis and Dimension
Definition:
A setof vectors 8= {X) X5, ....... , X |} ina vector space V is. called a

basis for V 1I'S spans V and 8 is linearly independent .

Example :
in R" the unit vector are
Ey=(1.0.0,...,0), Bs=0.1.0,...0)... BE.=(0.0.... 1)

Form a basis forR"

o |
Example; Let V be the vector space B, et 5= X, 2;; X, X, } setof

vectors where

K =CL0, 10, ¥e=01-1.2) o X H02.2,. 1),
S basis for V7 |

SOL.:

X = L00,1) 18 the set

Let eiX HeXs o, Xte, X, =0
€ 6.~
gy +2c, =
ci=gy +2¢; =0

20 +.g. ey ={)
Only solution ¢ =t;=¢,;=¢,=0
then S is linearly independent.to show S apansR let X=(a,b,¢.d,) be

any vector in R
let 1'.'.;:'{] +C_}.}{] +/'C
s Cyyily OV a.b, c,_fl then S spans R

then S is a basis forR .

te, X,=X we can find a solution for ¢

i [
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Example

ThesselS={1" o 175 L.} spans g, sinee every polvnomials of the

fori slrr=a, " S+, Ta, b, which is linear combination of
elements in 8. .
S is linearly independent since

et et b S0 (1)

holds for every real numbert is root of
pi= et e . oI S
bul nonzero polynomials have only a finite number of roots that (1) only il

el PR L Een, =l

then S is a basis forp,

. s [Tt o]fe 1 - - 1

Example: The set 52{[“ G”E {"-Il? ﬂ[g ?” is a basis for V' ofall
|

222 matrices to show 5 1s linearly independent

] () i i
'L'|,| i, 1]4_31!“& 0 te, [U B|_[0 O
6 0 ¢ g T 61| |00

[ R
then| * '}=,1 ]thmc.—u;=::_.=u4=ffl

lev e [0 o

hence S is linearly independent . to show S spans V
(0 I 0 0] 1R} bl
I-Eifll +¢1| ]"‘{.’-, |'+|:|-| = 4
lo 0] “lo o L o] oo e d
Theng,=a.c;=b,c,=¢,¢,=d
then S 1is a basis for ¥

X X} is a basis for a vector space V then

[ |

Theorem 1:IfS={X;,
every vector in V can be writlen in one and only one way as a linear

combination of the vector in 5.

Proof :- . |
First every vector X 1n 'V can be written as a linear combination of the
vectors in S because 5 spans V.



Mow let
gy M FAEA T T s ﬂn}{.* and

M=y Xk Xat i cbe X we must show that a; = b;
fori=1,2......, nwe hive

O= (aq—-b ) Xi+{m—b )Xo+, .. Hag— b ) X

Since S is lincarly independent , we conclude that .

g - S 0Tori=] 2 i o

S0 thata, = by

Theorem 2:Let §={X, X3,......., X |} setofnon-Zero vectors and lct

W=spans § then some subsetof S i§ basis for W .

Proof :Ex.(like example)

Example: Let V be the vector space R . let 8={ X, X, . X .. X, } setof

vectors where )
X; =(1,2:2,1), X=(-3.0:43) , X, =2.L1-1), X,=(-33.96) Find

a subset of 8§ that is basis for W .

oy B
abserve that every vector X in W is of the form
My Xy to Xotd X, s, (1)

to find a basis for W we first determine the set
S={ X; .X> , X,,X, ! is linearly independent or not .if 3

independent then S is basis for W . but 8 is not linearly independent
{ ch.) T

lincariy

X =X <2 X A0 X, =0, ensmemrannene 2)

then
xz_—' }{,—2 :H:J_ ...................... {:3}
Substituting (3) in (1) every vector X in W is of the form

(atb) Xi+Hc -2b) b, 45 < B, (RPN
Thus W spanned by Xi. XX, - wecheck theset
g={X; ., X, X, } is linearly independent or not,

We find that X, X, X, islinearly dependent and

e e e N S e s e e e S, S e e S e e ey e

= _-.---_-
— 1
——



3Ky 43X, X, =0
Fhen KT X=X, L 15)

Substituting (3)in(4) ) every vecter X in W iz linear combination of

X, X, then W  spanned by X, .X,

we check the set
I X, X, }is linearly independent or not.

! X, X, | islinearly independent and is basis for W,
Remark:To find a subset of S=4X,; X1, .00 X} that is a basis for
W=span 5 s as follows .

Step 1: first determing the set S is linearly independent or not
1ES is linearly independent then S is basis for W,

Step 2:f is linearly dependent then there is constants
€1 3¢ st not all zero; such that

cX ":'Eg:";;j b, Ty, A
we can then solve for one vectors 1n S as linear combination of other

VeClors | SUpposc © 18 nonzero
let S.— = ':};.| o, .....,,.:'{.. R :’: |
now return Step 1 with §,

then S, spans W

Remark: If (X, .X:........X | isabasisforV then
X} isalso basis ifc=0 thusa vector space always

has infinitely many basis.

Theorem 3 :0f §=1{X, X:,......., X_} that isa basis for a vector
space Vand T={Y.Y,.Y oo Y, ] s linearly independent set of

vectorsin ¥Vthen r=n.

Proof:Let T, =1 Y, XA, v X psince Sspan V Sodose T,
since Y, is linear combination of veetors of vector in S ,we find that T

Is linearly dependent then by theorem
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[LetS= 11X, X2, oo X | bethe set of non zero vectors in 4 vectors
space V., then % is linearly dependent iff the vector X isa linear
combination of the preceding vectors in 5.

some X is o linear combination of the preceding vectors in T,

, X | not that

Delete® . fetler B, =3 ¥ XX gk X ama
S, spans V

Lt el s VX X Bl caam X
dependent and some vector in T, is a linear combination of the preceding

vectors in T, .since T is linearly independent this vector

cannotbeY ,soitis X, ,/fej

" repeat this process over and over ¢
If the X vectors are all eliminated before we ran out Y vector then the

resulting set of ¥ vectors is subsetof T is linearly dependent then T is

linearly dependent 2 contradiction thus the number rof' Y must be less

\ then T,is linearly

then n,

Corollarnvd: 11 8= X, Xa . . X }and T T O A O R

bases for a vector space V then r=n,

Proof: Since T is linearly independent set of vectors by above theorem

implies that r < n
Similarly n =r hence n=r.

Definition *Thé dimension of nonzero vector space V is the number of

vectors inoa basis for V.

We write dimV for The dimension V

Remarks:

[-Since {0} is linearly dependent then dim{ {0} )=0

2. The dimension of R*is 2 and dim{ R =4 .

1- dim( P, J=ntl
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The Ninth Lecture
2020-2021

4-V is called finite dimensional vector space if the dimension of V is finite
number .

3- C( .20 ) set of continuous function Jssubspace of the véctor space of
all real —valued function on R are not finite dimension .

Theorem3: IF S is linearly independent set of wvectors  in [inite

dimensional vector space 'V there is basis T for V which contains S

Proof :Ex. (like example)

This th. Says linearly independent set of vectors can be extended to basis
for'\",

Example :Suppose that we wish 1o find a basis for R that centains
vectors X, =(1,0,1,0), X:=(-1,1-1.0)

We use thearem 5 as follows )

Let { Ey, E.LE. B, } be natural basis for B where

Ei=(1,0,0,0) , E+=(0,1,0.0), E, =(0,0,1,0), E =UJ.,UJD~1]|
Let 8§ =4{X, ,X:,E,Ex E, .E,}since 5, sparis R by theorem 2[Let §
= {%1:X 2s 0 X ) set of non-Zero vector space V .and ]n.:li W=space
Vithen some subsetof S is basis for W ] contains a basis for R

The basis is obtained by deleting every vector that is linear combination of
the preceding vectors
We check 1if E,; is linear combination of X; . X
The answer is no )

Then we retain E;
We check it E:islinear combination of X, , X 5, E,

The answer is yes , Then we delete E;
We check if E, islinear combination of X; ., X ;, E,

The answer is yes, Then we delete E,
We check if E, islinear combination of X; X ;| E,

The answer is no o |
Then we retain E, the basis is {X, X2.E  E,}

Theorem f:Let V be n- dimensional vector space and let
§= Xy, XKp g aserine ,X }setof n vectorsin V
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: i{_} If § is linearly independent then it is basis for V .
by If S isspans then it isbasis for V.

proofialer§={X; X, ........ X } is linearly independent set of n
vectors in Vil X any vector in Vihe set {X X X, s % 3
istinearly dependent since the maximal number of linearly independent
vectors in V is o .thus there is linearly dependent refation

eX ey X FeaXi vt X =0

if e=0 a contradiction to linear independence of Xy, X 2, v X

then c=0 andthen x=£ﬁ

then S i5 bazizs for V.

b} suppose S is spans for V.
by[theorem 2:Let § = X, X 3, ...p X} sét of non-Zero veclor

space V and let W=space V then some subset of S is basis for W ]
but this subset must contain n vectors
this S 15 basis for V.

To find a basis for the solution space of homogeneous system

AXN=0) we do the following :

I -solve the homogeneous system by gauss-lordan redaction

2- write the solution as linear combination of vectors ,using arbitrary
constants as coefficients ;the set of vectors S thus determined spans the

solution space W .
3-find a subset of S a basis for W,

Example: find a basis for the solution space of homogeneous system

W 8l (R

v | i Xz 0

G s L | 0 i L

35006 2 %] |0

2 -3 23 2| |x:) |0

Solution : solve the homogeneous system by gauss-Jordan redaction
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Every solution i.:: of the form

i T

_'j.‘-..r
[ |
A=l =5==f | orend®). where s andt areany real number

&

)

Every vector in Wis a solution and is thenof the form given by (*)

Then

Lets=] , t=0And thens=0 ;=1

i | [ 1
= [
i |
x|= = :-Hj: --".'-
! i
{ !

That is X; .X 2 belong to W from(**) we see {X; X o} spans W
Since S = { X1 X1} linearly independent it is a basis for Wand the

dimW=2.
Exercises:
43
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! : |-1s the polynomials - t'+1 4% <t+] isabasis for P,7

1-Find a basis for subspace W of R’spans by
X=(1,2.2), K=32.1) , X ALK, = (74648 what

dimW?

3-Find a basis for subspace W of Risuch that every wvector is
(abue) and b= atc what dimW?

4-Find a basis for the solulion space of homogeneous system

oz o2 o lEL
RN | kel o
> 43 3 3(le0
g 1 =F = o I &
. “ix ) 10

What is the dimension 7
S-Proof if dim V' =nthen any set of {n-1} vectors can not spans V,

6~ proof if W is subspace of n- dimensional vector space ¥V and
dimW=dim V then W=V .

The Rank of matrixand applications

In the following lecture we obtain a good method for find a basis for
vector space V spanned by given set of vectors

Definition:
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l il'.._ Lll._. =R ':‘r_'_.-
be an.m = n matrix

considered as vectorsin R , span a subspace of R " called the row space also
columns of A | considered as vectors in B™ called the column space of A,

Theorem: 1 A and B are two  mx<n row equivalent matrices then the row
space of A and B are equivalent.

Proot :Ex.
Example

Let V be the subspace of R spanned by
S={(1,-2,0,3,- 4).(3,2.8,1,4),(2,3,7,2,3),(-1,2,0,4,-3)} Find a basis for V

Solution : ]

=210 ¥ 4]

T Ol

Let V be the row space of the matrix A = o e g
= :2 B & =3

Now A is row equivalent (o the following matrix B in reduced row echelon.

Py & |

From B = s I; :‘r ? r! the row spaces of A and B are identical and a
0 L
00 0 6 O
; the row space of B consists of nonzero of B then
asis for 1, 1,0, D(0,0,0,1.-1) a basis for V .

b
(1,0,2,0, 1), (9



The Tenth Lecture

: ; 2020-2021
Definition :The dimension of the row space of A is called the row rank of A

and the dimension of the column space of A is called the column rank of A
Fxample :In example (1) the row rank of A 153,

Example ;Find  the column rank of A In example (1)

Sol: We must find the dimension of the column space of A | that is We must

find the dimension of the subspace of R' spanned by column of A. il we
* write columns of A ag row vectors ;we get |

I A
2 2Ly F
A= YR T U i pansform A to reduced row echelon form then
3 G A
-4 4 3 -3
fioo &)
i T
C=lo o | | thusthe vectors (1.0,0,4 ) 00,1,0.2} J(0.0.1,3)
oo o ol
g 0 0 0

| pl [o

Y | , ¢ form a basis for column space of A
g™ e
A el 3

And the column rank of A is 3,
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e
A=3.|
3]

,'1|
[ 1

b | = J

Example: Let $=1 | -2

|
:_\
|
|

sthspace of R’ given by V=spans S for vV

-

! | 3

molsstep 1

et A be the matrix whose column the given vectors in 8

[ =3
= B N
Al = -3 3
3 =5 |

| =4 8§

Step 2: Transform A7 to reduced row echelon form then

0 -3
6 =2
B'=lo 9 0
0o o
00 0

Step3: the nonzero vectors of BY written as columns

I 0
0 | . 1 | form a basis for V.
~3 -2

Observe that the row and the column rank of A are equal.
Theorem : The row rank and the column rank of m=n matrix A are equal .

Proof: Let X,.X ., ..., X berow vectors of A where
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A= e ; whers 2= (e, ay,0000,0. 1 Lsiem

|_r.',lI L SRR v

Let row rank A= k and the set of vectors VY X Y 00X, ) forma basis
for the row space of A where

ke | TR - S eapil]

Now each of the row vectors 15 linear combination of
Y Y Y v Y (basis)

That means that

2, Tan T B0 N R | )

Bome ¥ e, ¥ b oy ¥,
}‘: m ;rml 1f-| +r.'i|_l 1’-. e D T et Sl A B II]IMJ ‘rri

Where the r are uniquely determined real numbers, then

< A - TN < TR, MR fr b,
g =, B ot B e try, b,
a, =ty b, by trgby
|-|!3-|'| i --F||- ‘Fi;" r'“ll-
g, | #39 ) Fui .
nr CLai =b|| P +h:“ B 1 . +hlr
iy | Pt ] < | ¥z ]

Fﬂr j:h?_..”,n " L q . : - 1
Since every column of A is linear combination of k vectors  the dimension

of the column space of A s al most k.
Or column rank A < = row rank A

o g
S — T — T
| il



Similardy . we get row rank = colomn fnk A hence row rank and the
column rank of A are equal . '

I'_.'I&ﬂm'l_tun:-wn-: refer to the rank of A by rank A=The number of non »era
revs of Bijwhere B is reduced row echelon form Al

Theorem: The n=n matrix is nonsingular if and only ifrank A =n

Proof :Suppose that A is nonsingular then A is row equivalent to 1, .

50 rank A =n.
Conversely if rankA = n then A is row equivalent to 1,.then A
nonsingular.

Corollary :IF A is nxn matrix then rank A =n if and only if |40
Proof: (H. W),

Corollary :letS={X, X2,... X ysetolnon-Zero veetors in R” and let
A be the matrix whose rows (columns) are the vectors in 5 . linearly
independent iff [a]=0.

Proof : {H.W).

Corollary :The homogeneous system AX=0 of lingar equation has a
‘nontrivial selution if and only ifrank A < n.

Proof :The system AX=0 has a nontrivial solution then A is singular,
By corollary 1 |4]=0 then rank A<n

Conversely , since rank A <n then by corollary !
Thus AX=0 of linear equation has a nontrivial solution,

=0

Example: let A=|0 J Transform A to reduced row echelon form B

21 3

M 2 0
|
|
We find that B=1, thus rank A =3 and A is nonsingular. And The

system AX=0 has a nontrivial solution.
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i 2 4 [1 0 -ﬂ
| | —3| then A is row eguivalent to |0 | 3
I3 3 06 0]
rank A < 3 and A issingular , And The system AX=0 has a nontrivial
solution.

Example: let A= hence

Remark: The lollowing statements are equivalent for n=n matrix A

I- A is nonsingular.
2- AX=0 has only the trivial solution.
3-A s is row equivalent to 1 .
4= |4l=0
5-rankA =n
B-the rows(columns) of A form linearly independent set of n
vectors in R,

The rank of linear system AX=B , Where

_I’J-:I *"Ijl @ -E;I'|_-_: :
B . W Ay

A=| _ L A Thus AX=B has solutioniff B isa linear
":".n| “.-.-.-:" L "?.u.:l 3

combination of the columns of A Jthen rank A=rank [A:B]

Exercises: ] i _
2 3
. 21 =4 =5
1-Find the rank of A where A = T
00 1 1
| =2 =1
2. Find therank of A where A=j2 -1 3
7 3

3- If A is 3«4 matrix what is the maximum value of rank A.
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4. WA is4=0 malrix, proof that columns A form tinearly dependent sep

S5-I A 15 53 mpinx . Proof that columns of A form tmearly dependent

g,

Linear transformation

Definition :
Let Vand W be vector spaces. A linear transformation L of V into W isa

function L:V— W
assigning a unique vector L{x) in W to éach x in V such that .

a- Lix+y)=L{x)+L{y).foreveryxandy inV
b- L{cx) = cL(x}, for every x in V and every scalar ¢

Not:
If V=W the linear transformation
L:V—~—— W is also called & linear operator on V.

Let L: R'—— R be defined by

Example :
LiEXe X, Z2)={X,¥)

To verify that L is linear transformation we let
:'::':Rl-}"tuzl} 'Hﬂd }'“"{1:-.}’3.1::'!

Than L{ x+y)=L{(x . ¥ Z2) (X2, %2, 22))
=L (Xi+Xz . ¥itya, 20022) = (X%, vitys)

={Xp, Y1) (X2, ¥2) = L{x} + L (y)
Also if ¢ is a real number ,

Then
I.{CI} = I.- ({:K] =¥ 5 l:'EI}:'.._ CX) :'E!” }=':{ L }?l }

= ¢ Lix)

Example: LetL:R'— R’ defined by ;

3l



